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Abstract 

One of today’s ongoing challenges in Directed Energy 

Deposition (DED) is controlling the geometry and 

material properties of parts. This manufacturing process 

is complex and non-linear due to multiple physical 

phenomena at play and is therefore hard to model 

analytically. Machine learning (ML) on the contrary is 

particularly well suited to predict the behavior of a 

complex process with multiple inputs and outputs such 

as DED. 

A significant amount of data is required to train machine 

learning models but experimental data is costly time-

wise and should therefore be produced in an intelligent 

way. As a stepping stone for the future production of 

experimental training data, a finite element model of the 

process was developed in this paper as a unlimited 

source of training data for the ML models. This model 

takes into account the printing parameters (laser speed, 

laser power and powder flow rate) and outputs 

simulated process monitoring data thanks to a post-

processing method that is outlined in this paper. A 

dataset was produced by simulating 102 tracks in 316L 

stainless steel with the model. From analysis of this 

dataset, it was shown that K-Nearest Neighbors, 

Support Vector Regression, Decision Tree regression, 

linear regression and Artificial Neural Network models 

are all capable of modelling the relationship between the 

printing parameters and the melt pool characteristics 

effectively. 

Introduction 

Directed Energy Deposition 

Directed Energy Deposition (DED) is a promising metal 

additive manufacturing process with applications in 

several high value industries such as aerospace and 

automotive. This process uses a high power laser beam 

to melt locally a metal workpiece. A nozzle blows fine 

metallic powder into the melt pool thanks to an inert 

carrier gas. The powder interacts and mixes with the 

molten substrate and the resulting material addition 

solidifies as the nozzle moves to create a track. A 

shielding gas is also blown around the melt pool to 

minimize oxidation of the melt pool. The printing head 

moves in 3 dimensions to stack tracks and ultimately 

create a part layer by layer. 

Complexity of the DED process 

There are several simultaneous physical phenomena at 

play during the DED process: radiative heat exchange 

between the laser and metal workpiece, liquid flow in 

the melt pool (induced by Marangoni forces), phase 

changes, powder and gas dynamics, etc [1], [2]. The 

thermal material properties add another layer of 

complexity since they generally are temperature-

dependent. The process is therefore highly complex and 

non-linear. There are many printing parameters that 

have a first-order influence on the process: laser power, 

laser speed, powder feed rate, carrier gas flow, etc. In 

order to ensure repeatability and acceptable quality of 

the geometrical accuracy and material properties of 

parts, optimization of the printing parameters and 

control of the process are required. 

Experimentally, monitoring the temperature 

distribution and the shape of the melt pool in situ 

provides relevant information to assess the properties of 

a part and optimize the process. Given the high 

temperature in the melt pool, a contactless method is 

necessary. Optical measurement of the emitted light by 

the melt pool allows the estimation of the temperature 

by using Planck's law and an estimation of the material 

emissivity. However, modelling the emissivity is 

another challenge on its own since it is a function of 

wavelength, temperature, phase, surface roughness and 

material composition [3]. 

In parallel, there have been a lot of effort to create 

numerical physics-based models of the DED process 

[4]–[6]. However, the ability of those models to predict 

experimental results is limited by the approximative 

knowledge of material properties [6] and by the 

difference in scale between a part and the melt pool 

dynamics which influence its microstructure [2]. 

Data-driven algorithms 

In order to overcome the process non-linearities and the 

limitations of physics-based models, one can use data-

driven methods to interpret raw experimental data and 
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build a surrogate model of the process without any 

inherent hypothesis on the melt pool dynamics or 

material properties.  

Several different algorithms have been applied to DED 

or L-PBF monitoring data to do condition monitoring or 

process optimization. Li et al. [7] used a total of 211 

melt pool infrared images to train a Convolutional 

Neural Network (CNN) to classify melt pool images 

according to their printing conditions. Khanzadeh et al. 

[8] applied the K-Nearest Neighbors (KNN), Support 

Vector Machine (SVM), Decision Tree (DT) and 

Discriminant Analysis (DA) methods to 1564 

pyrometer melt pool images to detect the formation of 

porosities and compare the efficiency of each method. 

In a later paper, Khanzadeh et al. [9] applied the Self 

Organizing Map (SOM) algorithm to the same dataset 

to improve further the porosity detection. Caiazzo et al. 

[10] used the geometrical measurement of 120 DED 

tracks to train an three-layer Artificial Neural Network 

to predict the printing parameters. 

Based on past work, it seems clear that there is a vast 

variety of data-driven algorithms currently available to 

researchers but there is no available method yet to 

determine a priori which will be the most adapted for a 

given application. Trial and error appears necessary to 

identify which algorithm to use and how much data it 

requires. 

Cost of experimental data 

Experiments on DED machines usually require specific 

safety measures because of the dangerous equipment at 

play (class 4 laser, inert gas flow). Moreover, it is 

necessary to label the collected dataset with 

measurements of the model target variable, for example 

by doing costly CT scans or metallographies to measure 

the track length or the presence of porosity. Collecting 

large datasets is therefore time-consuming. 

It is then relevant to develop a source of artificial 

monitoring data able to sweep through many parameters 

quicker than experiments. With this artificial 

monitoring data one can preselect a good data-driven 

algorithm and determine how much data will be 

necessary to train it before doing a full scale 

experimental campaign. 

In conclusion, this paper presents a finite element (FE) 

model of the DED process and a data post-processing 

method to produce artificial monitoring data. The first 

section of this work describes the FE model and the 

post-processing method. In the second section, the 

model and post-processing method are validated using 

past experimental results and a dataset of 102 artificial 

samples is produced. Finally, in the last section, the 

dataset is used to train several data-driven models of the 

DED process and their performance is compared in 

anticipation of an experimental campaign. 

Simulation of the DED process 

Thermal simulation and material addition 

 

Figure 1 - 3D view of single-track thermal simulation 

with material addition 

The numerical model developed for this work is based 

on the Nonlinear Transient Thermal class of the Morfeo 

numerical tool [11] by Cenaero, a research centre based 

in Gosselies, Belgium. It uses the extended finite 

element (FE) method combined with the level-set 

technique. The main advantage of this numerical tool is 

allowing material addition to the simulation without 

remeshing after every time-step. 

The simulation solves the time-dependent heat equation 

in the 3-dimensional (x,y,z) space for 316L stainless 

steel with non-linear thermal properties (see Table 1 and 

2): 

𝜌
𝜕ℎ

𝜕𝑡
= 𝑘 (

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
) (1) 

ℎ = ∫ 𝑐𝑝𝑑𝑇 + 𝑓𝑙𝐿𝑚 
𝑇

𝑇𝑟𝑒𝑓

(2) 

with 𝑇 the temperature field, 𝑘 the thermal conductivity, 

𝑐𝑝 the specific heat capacity, 𝜌 the material density.  

The enthalpy ℎ takes the latent heat of fusion 𝐿𝑚 into 

account thanks to a smooth liquid fraction function 𝑓𝑙 as 

described by the developers of the numerical tool in a 

previous paper [1]. 
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Table 1 - Temperature dependent material properties 

𝑇  
[K] 

𝑐𝑝 

[J/kg/K] 

𝑘 

[W/m/K] 

𝜌 

[kg/m3] 

300 434 13.96 7900 

1000 498 24.96 - 

1650 498 24.96 7900 

1690 - 35.95 7430 

2000 531 18.97 - 

3000 600 22.25 - 

 

Table 2 - Other simulation properties 

𝐿𝑚 

[kJ/kg] 

𝛼 

[-] 

𝑑 

[mm] 

𝑑𝑚 

[mm] 

𝜂 

[-] 

270 0.45 1 1 0.33 

 

The heat equation is solved in a rectangular domain 

representing a metal workpiece on which the additive 

process will take place. The mesh of the domain was 

obtained with Gmsh [12]. The domain is thermally 

isolated on all sides except the top one, where a moving 

flat-top laser heat flux 𝑄ℎ(𝑥, 𝑦, 𝑡) is applied in analytical 

form [13]. No other heat boundary condition is imposed 

on the top side: thermal convection with air and thermal 

radiation are not taken into account to solve the heat 

equation. 

𝑄ℎ(𝑥′, 𝑦) = 𝛼
2𝑃

𝜋𝑑2

𝑝2
2
𝑝

Γ (
2
𝑝)

exp (−2 (
√𝑥′2 + 𝑦2

𝑑
2

)

𝑝

)  (3) 

𝑥′ = 𝑥 − 𝑣𝑡 (4) 

with 𝑃 the laser power, 𝑣 the laser speed, 𝑑 the laser 

diameter, 𝛼 the material absorptivity, and 𝑝 = 6 the 

order of the flat top distribution. 

Regarding the material addition, a level set function is 

defined at the beginning of the simulation to separate 

the activated part of the mesh where the heat equation is 

solved from the disabled part of the mesh. At every 

time-step the level set function is modified to reflect the 

material addition. Material is added according to a 

moving Gaussian distribution 𝑄𝑚(𝑥, 𝑦, 𝑡): 

𝑄𝑚(𝑥′, 𝑦) =
𝜂�̇�

𝜌

8

𝜋𝑑𝑚
2

exp (−2
𝑥′2 + 𝑦2

𝑑𝑚
2

4

) (5) 

𝑥′ = 𝑥 − 𝑣𝑡 (6) 

with �̇� the powder feed rate, 𝜂 the powder efficiency 

and 𝑑𝑚 the powder cone diameter. 

 

Figure 2 – Contour plot of 𝑇(𝑥, 𝑦, 𝑧) 

(P = 400W, v = 1000m/s and �̇� = 1.5g/min) 

To summarize, the simulation takes as input the 3 

printing parameters (𝑃, 𝑣, �̇�) and gives as output the 

temperature field 𝑇(𝑥, 𝑦, 𝑧). An example of temperature 

field computed by the simulation and viewed from the 

domain top side is in Figure 2. 

From simulation to artificial monitoring data 

 

Figure 3 - Workflow of the post-processing method 

The aim of the post-processing method is to transform 

the temperature field into artificial monitoring data that 

has the same format as experimental data and ultimately 

obtain the same geometrical information about the melt 

pool (see Figure 3). The experimental setup that is 

mimicked is the Micron precision Milling Closed-Loop 
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Additive (MiCLAD) research platform designed and 

built at the Vrije Universiteit Brussel [14]. This DED 

machine is equipped with several sensors, including a 

monochrome Basler acAC720-520um camera installed 

coaxially. The camera spectral relative response 𝑆𝜆(𝜆) 

is known from the camera documentation [15] and 

depicted in Figure 4. 

 

Figure 4 - Basler acAC720-520um spectral relative 

response [15] 

First, the top side of the 3D temperature field 

𝑇(𝑥, 𝑦, 𝑧) is projected onto a 2D plane that represents 

the point of view of the camera. The resulting 2D field 

is defined as 𝑇𝑐𝑎𝑚(𝑥, 𝑦). 

Then, the light emitted by the hot material can be 

computed with the temperature field and a few 

hypotheses. According to Planck's law [16], the spectral 

radiance 𝐵 emitted by an ideal black body at 

temperature 𝑇 is: 

𝐵(𝜆, 𝑇) =
2ℎ𝑐2

𝜆5

1

exp (
ℎ𝑐

𝜆𝑘𝐵𝑇
) − 1

(7)
 

with 𝑘𝐵 the Boltzmann constant,  𝑐 the speed of light 

and ℎ the Planck constant. 

We assume the hot material to behave as a gray body 

with emissivity 𝜖𝜆 independent from wavelength and 

that the head optics perfectly transmits the light from the 

melt pool to the camera. The spectral radiance 𝐿𝜆 

[W/m2/nm/sr] of the emitted light that is captured by the 

camera, is then: 

𝐿𝜆(𝜆, 𝑥, 𝑦) = 𝑆𝜆 × 𝜖𝜆 × 𝐵(𝜆, 𝑇𝑐𝑎𝑚(𝑥, 𝑦))  (8)  

We assume that the camera is equipped with a 

hypothetical lens which perfectly focuses all light rays 

coming from a point on the melt pool to a point on the 

camera sensor. Therefore the total irradiance 𝐸(𝑥, 𝑦) 

[W/m2] that is incident to the camera sensor, is 

computed by integrating 𝐿𝜆(𝜆, 𝑥, 𝑦) over the camera 

wavelength range and over the solid angle 𝜔 of a 

hypothetical hemisphere ℎ  [17]: 

𝐸(𝑥, 𝑦) = ∫ ∬𝐿𝜆(𝜆, 𝑥, 𝑦) cos 𝜃 𝑑𝜔 𝑑𝜆
ℎ

𝜆2

𝜆1

 

=  ∫ ∫ ∫ 𝐿𝜆(𝜆, 𝑥, 𝑦) cos 𝜃 sin 𝜃 𝑑𝜃 𝑑𝜙 𝑑𝜆

𝜋
2

0

2𝜋

0

𝜆2

𝜆1

 

= 𝜋 ∫ 𝐿𝜆(𝜆, 𝑥, 𝑦) 𝑑𝜆
𝜆2

𝜆1

  (9) 

To build an artificial image from the captured power 

field, a 3x3 mm2 region of the field around the melt pool 

is interpolated to a 260x260 grid which corresponds to 

the size of the Basler camera. Then, the grid float values 

are converted to 8-bit integers which represent the gray 

values of the artificial image. The gray values are scaled 

so that the captured power of the melting temperature 

(1670K) corresponds to the maximum intensity value 

(255) and the minimum captured power over the image 

corresponds to the minimum intensity value (0). This is 

equivalent to set the camera's exposure time to a value 

that saturates the pixel if the temperature is equal or 

above the melting temperature. 

 

Figure 5 - Comparison of the melt pool temperature 

field, the artificial image and the result of the ellipse-

fitting OpenCV algorithm 

Finally, the artificial image is fed to a segmentation and 

fitting algorithm implemented with OpenCV [18]. First, 

it converts the grayscale image to a binary image by 

using a statistical-based Otsu thresholding algorithm. 

Then, the Suzuki's contour algorithm is applied to 

extract the boundary points of the melt pool. Finally, an 

ellipse is fitted to the boundary points by using the 
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Fitzgibbon method [18], i.e. by solving a least squares 

problem. The major and minor axes of the fitted ellipse 

are extracted as the length and width of the melt pool.  

To summarise, the post-processing method takes the 

temperature field 𝑇(𝑥, 𝑦, 𝑧) as input and outputs two 

scalar values (𝑙𝑀𝑃, 𝑤𝑀𝑃): the length and width of the 

melt pool. Figure 5 illustrates the evolution from the 

temperature field to the final fitted ellipse. 

Simulated dataset 

A set of 102 tracks in 316L stainless steel was simulated 

using the numerical tool method described in the 

previous section. 

The printing parameters (𝑃, 𝑣, �̇�) were chosen 

according to the following: 

• The variation of each printing parameter must 

be sufficient for the data-driven algorithms to 

detect a non-linear behavior: at least 4 different 

values per printing parameter. 

• The specific energy 𝐸𝑑 = 𝑃/(𝑣 × 𝑑) of each 

parameter set ranges from 10 to 45 J/mm2. 

The values used for each parameter are respectively (not 

all combinations were simulated): 

• 𝑃: 200, 300, 320, 360, 400, 500 and 600 W 

• 𝑣: 800, 900, 1000, 1100 and 1200 mm/min 

• �̇�: 0, 0.75, 1.5, 2.25 and 3 g/min 

The dynamic model of the DED process can be 

approximated by a first order transfer function [19] with 

time constant 𝜏: 

𝐺(𝑠) =
𝐾

1 + 𝜏𝑠
 (10) 

Each track was simulated for 0.2s, which is 

approximatively 5 times the time constant in the worst 

case for the considered range of printing parameters 

[19]. The laser moves in a straight line. Therefore the 

overall length of the trajectory ranges from 2.67mm to 

4mm depending on the laser speed. The final time-step 

of each simulation is then supposed to reach steady-state 

and is used to extract the temperature field for each 

combination of printing parameters.  

 

Figure 6 - Comparison of the melt pool length 

measured by the visual method from simulated and 

experimental datasets [18] (�̇� = 3𝑔/𝑚𝑖𝑛) 

 

Figure 7 - Comparison of the melt pool width 

measured by the visual method from simulated and 

experimental datasets [18] (�̇� = 3𝑔/𝑚𝑖𝑛) 

In order to validate the simulated results, they are 

compared with past experimental results obtained with 

the same segmentation and fitting algorithm developed 

by Medina et al [18]. Those experimental results were 

obtained by printing tracks of 30mm with 316L steel 

powder. Figures 6 and 7 show the comparison of the 

melt pool length and width obtained by simulated and 

experimental data for increasing laser power. It is 

observed that simulated and experimental results are in 

good agreement and this suggests that the simulation 

and post-processing method produce realistic data. 
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Figure 8 - Comparison of the track profiles from 

simulated and experimental datasets [20]  

(𝑃 = 320𝑊;  𝑣 = 1000𝑚𝑚/𝑚𝑖𝑛;  𝑚̇ = 3𝑔/𝑚𝑖𝑛) 

The single track cross-sectional profile of the simulated 

data is also compared on Figure 8 to a track profile 

obtained with the same process parameters and 

measured with a laser triangulation scanner by Jardon et 

al. [20]. It clearly shows that the simulated track and 

experimental track have very close deposition shape. 

Prediction of the melt pool dimensions 

Supervised Learning methods 

In order to build a mathematical model of the 

relationship between printing parameters and the melt 

pool dimensions, Supervised Learning regression 

algorithms will be used because of the continuous 

nature of the output variables (melt pool length and 

width). As explained in the introduction, a trial and error 

step is necessary to determine which algorithm is the 

most adapted to the phenomenon to be modelled. In this 

paper we consider a selection of the most usual Machine 

Learning (ML) algorithms [21], as well as a simple 

example of Artificial Neural Network (ANN). The 

algorithms and their hyperparameters are listed in Table 

3. The relationship that is approximated by the 

algorithms is the following: 

(𝑃, 𝑣, �̇�) → 𝑙𝑀𝑃  (11) 

When fitting an algorithm to a given dataset, there is a 

risk of overfitting the algorithm to the particular set of 

available data and miss the general trend of the 

phenomenon. In this case, the resulting model will fail 

to predict future observations reliably [21]. To avoid it, 

the available dataset is usually split in two: the training 

set and the testing set. The training set is used to fit the 

algorithm and the testing set is used to evaluate its 

performance. An algorithm is optimally fitted when it 

minimizes the performance metrics over the testing set. 

There is still a risk that the particular choice of training 

and testing sets will lead to a selection bias. To avoid 

this second problem, we perform k-fold cross validation 

(CV) by splitting the dataset k times and checking the 

performance of the model on all the (training set, testing 

set) pairs. 

Table 3 - Supervised Learning algorithms 

Model Hyperparameter(s) Value 

K-Nearest  # of neighbors 5 

Neighbors Weights Uniform 

Linear 

regression 

- - 

Support  Kernel function RBF 

Vector Polynomial degree 3 

Regression Kernel coefficient Scaled 

Decision Tree 

regression 

Criterion MSE 

Artificial  # of hidden layers 3 

Neural Type of layer Dense 

Network # of nodes per 

layer 

1000 

 

In order to evaluate the performance of the algorithms, 

we use two different metrics: the 𝑅2 score and the Root 

Mean Square Error (RMSE).  As explained, they are 

evaluated over the testing set. 

𝑅2 = 1 −
∑ (�̂�𝑛 − 𝑦𝑛)2𝑁

𝑛=1

∑ (�̅� − 𝑦𝑛)2𝑁
𝑛=1

  (12) 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦�̂� − 𝑦𝑛)2𝑁

𝑛=1

𝑁
  (13) 

with 𝑁 the number of values in the set, 𝑦𝑛 the n-th value 

in the set, �̂�𝑛 the algorithm predicted value and �̅� the 

mean value of the set. 

The 𝑅2 score can be interpreted as the percentage of 

variance of the testing set that is captured by the model. 

A value of 1 means that the model perfectly represents 

the testing set. 

Results and discussion 

The algorithms presented in the previous subsection 

were implemented with Scikit-Learn and Keras Python 

packages [22], [23]. They were fitted to the simulated 

dataset on a Core i7-9850H laptop with 5-fold 

validation for the ML algorithms and 100 epochs for the 

ANN. The mean value was computed out of the 5 values 

of the 5-fold CV for the ML algorithms and the best 

value was kept out of the 100 epochs for the ANN. 
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Table 4 - Metrics of Supervised Learning algorithms 

fitted to simulated dataset 

Model  𝑅2 

[-] 

RMSE 

[mm] 

Training 

time 

[ms] 

KNN 0.8268 0.1084 0.4 

Linear 

regression 

0.7703 0.1209 0.6 

SVR 0.8273 0.1060 0.6 

DT 

regression 

0.8947 0.0841 0.2 

ANN 0.8101 0.1257 5385.1 

 

The resulting metrics and training times are listed in 

Table 4 and corresponding regression plots are shown 

in Figure 9. We can observe that the DT regression is 

the most effective model. An order of magnitude of a 

100 samples seems satisfactory for such methods.  

 

Figure 9 – Regression plots of Supervised Learning 

algorithms 

The ANN is generally considered more able than 

traditional ML algorithms to generalize high-

dimensional data [24]. Despite this, the ANN fitted to 

the simulated dataset has a lower 𝑅2 score and higher 

RSME than the DT algorithm. One possible explanation 

could be the relatively limited size of the dataset. 

Indeed, the downside of a much more plastic model 

such as the ANN is that it requires much more data to 

fit efficiently all his internal weights and avoid a high 

model variance. Another possible explanation is that the 

structure of considered ANN is not appropriate to model 

the target relationship. In order to investigate these 

possibilities, a larger dataset should be produced and 

several ANN structures should be evaluated. 

Moreover, it is clear that the training time is 

significantly higher for the ANN than for other 

algorithms. In the case of a shallow neural network and 

a relatively small dataset such as the ones considered in 

this work, the training time poses no issue but might be 

a problem for larger datasets or deeper networks. 

It should be noted that neither the ANN's or the other 

algorithms' hyperparameters were optimized in this 

work. It is very likely that such optimization could lead 

to a better model. 

Conclusion 

In this paper, a FE simulation of the DED process and a 

novel method to produce artificial DED monitoring data 

were described. They were used to produce a dataset of 

102 artificial images that links printing parameters and 

melt pool geometrical properties. It was observed that 

experimental data obtained in a similar fashion is in 

good agreement with the simulated dataset. 

This multi-input, multi-output dataset was used to train 

several Supervised Learning regression models and 

their performances were compared. The results suggest 

that the relationship between printing parameters and 

the steady-state melt pool length can be approximated 

adequately by ML algorithms such as the Decision Tree 

regression. An order of magnitude of a 100 samples 

seems satisfactory for such algorithms. The Artificial 

Neural Network might either require more data or a 

different structure to be more performant than more 

traditional ML algorithms. 

For future work, the production of artificial monitoring 

data could be used to consider more complex regression 

problems, such as the prediction of transient melt pool 

geometry or the thermal distribution, and the influence 

of the gas parameters on the melt pool geometry. In that 

case, the optimization of the algorithms' 

hyperparameters might be necessary to reach 

satisfactory performance. 
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